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Context
September 2024: First reasoning LLMs (o1) trained with RL



DeepSeek R1

"We collect thousands of cold-start data to fine-tune the DeepSeek-V3-Base”

January 2025: Model capabilities can be extracted in days



Negative Externalities of Distillation 😡



Reinforcement Learning vs Distillation
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Model/Policy
θ+ = θ − ηA∇θℓ(Dθ; θ)

Dθ
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Model
θ+ = θ − η∇θℓ(D; θ)

👍
👍
👍
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Teacher Model 



 Distillation discourages user access

A rectangular garden has an area of 72 square meters. The length of 
the garden is 3 meters more than twice its width. What are the 
garden’s dimensions?

<think> 
Let the width be w meters. Then length = 2w + 3. 
Area = w(2w + 3) = 72.
So 2w^2 + 3w - 72 = 0.
Solving: w = \frac{-3 \pm \sqrt{9 + 576}}{4} = \frac{-3 \pm 24.04}{4}.
Positive root: w = 5.26.
Length = 2(5.26) + 3 = 13.52. 
</think> 
<answer> 
The garden’s width ≈ 5.26 m and length ≈ 13.52 m. 
</answer>

Redacted/Summarized



Distilled models are easy to jailbreak

Qi et al. (2023) Zhan et al. (2023) Yang et al. (2023)



How can we  protect model capabilities? 🤔
(To protect investments in RL training....

To prevent proliferation of unchecked capabilities...)



Desiderata
To prevent unauthorized/unchecked copies

Non-distillability

Student models 
should not benefit 
from training on the 
reasoning traces

📉

1.
Nominal utility

Teacher model's 
performance should 
not fall significantly 
as a result of using 
the method

📈

2.



Preliminaries
Teacher 

θT• Tokens  from the teacher 
model (prompt, reasoning trace, answer)

x1:t = (x1, …, xt)
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Preliminaries
Teacher 

θT

Student
θS

• Tokens  from the teacher 
model (prompt, reasoning trace, answer)

• Sample next token with 

• Train student  on sampled traces

x1:t = (x1, …, xt)

xt+1 ∼
1
Z

exp (log p( ⋅ |x1:t; θT)/τ)

θS
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Antidistillation Sampling
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xt+1 ∼
1
Z

exp 1
τ log p( ⋅ |x1:t; θT)

Temperature sampling

+ λ (ℓ(θ+
S ) − ℓ(θS))

Penalizing distillability

Before distillationAfter distillation

Maximized
 is the loss on some task we want to protectℓ(θ)

Antidistillation Sampling
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Preliminaries
Teacher 

θT

Student
θS

• Tokens  from the teacher 
model (prompt, reasoning trace, answer)

• Sample next token with 

• Train student  on sampled traces

x1:t = (x1, …, xt)

xt+1 ∼
1
Z

exp (log p( ⋅ |x1:t; θT)/τ)

θS

• We don't know the student!
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Proxy Student
Teacher 

θT

Student
θS

Proxy
θP ≈

cross-arch. 
similarity 

• Tokens  from the teacher 
model (prompt, reasoning trace, answer)

• Sample next token with 

• Train student  on sampled traces

x1:t = (x1, …, xt)

xt+1 ∼
1
Z

exp (log p( ⋅ |x1:t; θT)/τ)

θS

• We don't know the student! Proxy: θP
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Proxy Student
Teacher 

θT

Student
θS

Proxy
θP ≈

cross-arch. 
similarity 

Downstream task  D
• Tokens  from the teacher 

model (prompt, reasoning trace, answer)

• Sample next token with 

• Train student  on sampled traces

x1:t = (x1, …, xt)

xt+1 ∼
1
Z

exp (log p( ⋅ |x1:t; θT)/τ)

θS

• We don't know the student! Proxy: θP

• Measure loss on task  we want to protect: 
 

e.g., 30% of GSM8k, other reasoning tasks

D
ℓ(θP, D) = 𝔼x1:T∼D[−log pθP

(x1:T)]
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Proxy Performance on D Teacher 

θT

Student
θS

Proxy
θP ≈

cross-arch. 
similarity 

Downstream task  D
• Assume a differentiable loss  on the 

downstream task data  (...can be a large dataset).
ℓ(θP) := ℓ(θP, D)

D

Measure loss on task  we want to protect: 
 

e.g., 30% of GSM8k, other reasoning tasks

D
ℓ(θP, D) = 𝔼x1:T∼D[−log pθP

(x1:T)]
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• Assume a differentiable loss  on the 
downstream task data  (...can be a large dataset).

• Approximate distillation by one gradient step on .

ℓ(θP) := ℓ(θP, D)
D

D

Proxy Performance on D Teacher 

θT

Student
θS

Proxy
θP ≈

cross-arch. 
similarity 

Downstream task  D

(full batch)

ℓ(θ+
P ) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP)) Measure loss on task  we want to protect: 
 

e.g., 30% of GSM8k, other reasoning tasks

D
ℓ(θP, D) = 𝔼x1:T∼D[−log pθP

(x1:T)]
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• Assume a differentiable loss  on the 
downstream task data  (...can be a large dataset).

• Approximate distillation by one gradient step on .

ℓ(θP) := ℓ(θP, D)
D

D

Proxy Performance on D Teacher 

θT

Student
θS

Proxy
θP ≈

cross-arch. 
similarity 

Downstream task  D

ℓ(θ+
P ) − ℓ(θP) :    How much the gradient step 

     increases downstream loss

(full batch)

ℓ(θ+
P ) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP))

What we want to incentivize
when generating tokens

📈📈📈!

Measure loss on task  we want to protect: 
 

e.g., 30% of GSM8k, other reasoning tasks

D
ℓ(θP, D) = 𝔼x1:T∼D[−log pθP

(x1:T)]
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xt+1 ∼
1
Z

exp 1
τ log p( ⋅ |x1:t; θT)

Temperature sampling

+ λ (ℓ(θ+
P ) − ℓ(θP))

Penalizing distillability

ℓ(θ+
P ) − ℓ (θP) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP)) − ℓ(θP)

We want to compute....

Antidistillation Sampling

Δ(xt+1 |x1:t) :=
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xt+1 ∼
1
Z

exp 1
τ log p( ⋅ |x1:t; θT)

Temperature sampling

+ λ (ℓ(θ+
P ) − ℓ(θP))

Penalizing distillability

ℓ(θ+
P ) − ℓ (θP) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP)) − ℓ(θP)

We want to compute....

Antidistillation Sampling

😞 Problem:  This is expensive, requires  backward passes!𝒪( |𝒱 | ) or forward-mode AD/JVP

Δ(xt+1 |x1:t) :=
…for all xt+1 ∈ 𝒱
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xt+1 ∼
1
Z

exp 1
τ log p( ⋅ |x1:t; θT)

Temperature sampling

+ λ (ℓ(θ+
P ) − ℓ(θP))

Penalizing distillability

ℓ(θ+
P ) − ℓ (θP) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP)) − ℓ(θP)

We want to compute....

Antidistillation Sampling

😞 Problem:  This is expensive, requires  backward passes!𝒪( |𝒱 | ) or forward-mode AD/JVP

Can we estimate  faster?Δ( ⋅ |x1:t) ∈ ℝ|𝒱|

Δ(xt+1 |x1:t) :=
…for all xt+1 ∈ 𝒱
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• Recall: 

• Merge  into  :    

• Expand: 

•

•

•

Δ(xt+1 |x1:t) = ℓ(θ+
P ) − ℓ (θP) = ℓ(θP + η∇θP

log p(xt+1 |x1:t; θP)) − ℓ(θP) .

η λnew := λoldη λnew(ℓ(θ+
P ) − ℓ(θP)) = (λoldη) ⋅

1
η

Δ(xt+1 |x1:t)

lim
η→0

1
η

Δ(xt+1 ∣ x1:t) = lim
η→0

ℓ (θP+η∇θP
log p(xt+1 ∣ x1:t; θP)) − ℓ(θP)

η

lim
η→0

1
η

Δ(xt+1 ∣ x1:t) = ⟨∇ℓ(θP), ∇θP
log p(xt+1 ∣ x1:t; θP)⟩

lim
η→0

1
η

Δ(xt+1 ∣ x1:t) = lim
ϵ→0

log p( ⋅ ∣ x1:t ; θP + ϵ∇ℓ(θP)) − log p( ⋅ ∣ x1:t ; θP)
ϵ

̂Δ ( ⋅ |x1:t) =
log p( ⋅ |x1:t ; θP + ϵ∇ℓ(θP)) − log p( ⋅ |x1:t ; θP − ϵ∇ℓ(θP))

2ϵ

Estimating  via finite differencesΔ

Definition of directional 
derivative

Symmetry of inner 
product
 
Definition of directional 
derivative

Centered difference approximation
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Antidistillation Sampling
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• Teacher model : deepseek-ai/DeepSeek-R1-Distill-Qwen-7B 

• Proxy student model : Qwen/Qwen2.5-3B

• Student model : meta-llama/Llama-3.2-3B

• LoRA finetuning with standard hyperparameters

• Datasets: GSM8K, MATH, MMLU

• Using 30% of the original training set as the holdout set for computing 

θT

θP

θS

ℓ

Experiment Setting
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Experiment Setting

xt+1 ∼
1
Z

exp ( 1
τ

log p( ⋅ |x1:t; θT))

xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ (ℓ(θ+

P ) − ℓ(θP)))

Temperature Sampling : We vary  while τ λ = 0

Antidistillation Sampling : We vary  while  is fixedλ τ

Baseline



Experiment Setting

xt+1 ∼
1
Z

exp ( 1
τ

log p( ⋅ |x1:t; θT))

xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ (ℓ(θ+

P ) − ℓ(θP)))

Temperature Sampling : We vary  while τ λ = 0

Antidistillation Sampling : We vary  while  is fixedλ τ

Baseline

New sampling method



Experiment Setting



Experiment Setting Sampling from the teacher



Experiment Setting Training Students



Experiment Setting

}

}

Improves 
student  
+30%

Hurts 
student  
-6%

Evaluating students



Experiment Setting

xt+1 ∼
1
Z

exp ( 1
τ

log p( ⋅ |x1:t; θT))

xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ (ℓ(θ+

P ) − ℓ(θP)))

Temperature Sampling : We vary  while τ λ = 0

Antidistillation Sampling : We vary  while  is fixedλ τ
}

We sweep across 
 and  to study 

the change in  
distillability for 
a fixed 
teacher accuracy. 
 

λ τ





Distillability degrades much 
faster with antidistillation sampling

-15% Teacher Acc → -30% Student Acc





5% 5% 5%



5% 5% 5%

~10%
~20% ~3%

Hard task, 
academic scale 





xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ𝖱𝖺𝗇𝖽𝖯𝖾𝗋𝗆 (ℓ(θ+

P ) − ℓ(θP)))

Permutation Sampling : We vary  while  is fixedλ τ

Additional 
baseline/sanity check:



xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ𝖱𝖺𝗇𝖽𝖯𝖾𝗋𝗆 (ℓ(θ+

P ) − ℓ(θP)))

Permutation Sampling : We vary  while  is fixedλ τ



xt+1 ∼
1
Z

exp ( 1
τ log p( ⋅ |x1:t; θT)+λ𝖱𝖺𝗇𝖽𝖯𝖾𝗋𝗆 (ℓ(θ+

P ) − ℓ(θP)))

Permutation Sampling : We vary  while  is fixedλ τ The AD penalty term 
has important 
token-level info 
(not just noise)



Downstream loss D

Training loss

Q: Do we generalize from proxy to student? 



Downstream loss D

While training students, their 

loss on the downstream task increases 

while loss on the training data decreases. 

Training loss

Q: Do we generalize from proxy to student? 

✅



Different choices of / /  architecturesθT θS θP



Different sizes of  architecturesθS
Qwen2.5-1.5B Proxy and Llama-3.2-3B student



Example Traces

AD samples appear to 
be more adversarial 

https://antidistillation.com/traces


AD samples appear to 
be more adversarial 

Example Traces

https://antidistillation.com/traces


See example traces:  
antidistillation.com 

Visit our poster at NeurIPS/San Diego 

Email us {ysavani,ashert}@cs.cmu.edu 

DM us on X! 
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