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Can we make bhetter defenses?

Distillation (We balance the following destiderata)

attacks can
extract LLM
capabtilities
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Compute a “proxy student” model’s gradient on a
capability of interest (e.g., math reasoning):
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OpenAl Says DeepSeek May
Have Improperly Harvested

Its Data

The San Francisco start-up claims that its
Chinese rival may have used data generated

by OpenAl technologies to build new

I i i HHEH TJ/
\J‘

A
=AEEIIIIIL_
o oo e

‘ DeepSeek may have used
Google’s Gemini to train its
latest model

Kyle Wiggers — 9:17 AM PDT - June 3, 2025

Current defenses
degrade user experience

Compute distillability penalty term via fintite
differences approximation of directional derivative

ions in Photoshop?
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#tokens used... Sample a token that’s likely under the teacher’s

distribution that also harms distillation attempts

or Redacted

. .and these defenses
are easily broken!
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We sweep A &

to study distillability for a fixed teacher accuracy.

f?teacher: DeepSeek-R1-Qwen-7B

f?student: Llama3.2-3B

é?proxy: Qwen2.5-3B

Antidistillation's effect on distillability (GSM8k)
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